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l ABSTRACT

In the area of ranking and selection, recent papers have presented

procedures which attempt to allow experimenters to take at least partial
advantage of more-favorable conflgurations of the population parameters
(compared to the least-favorable configuration). The current paper presents

a computer program which allows experimenters to dispense with all of

inequalities, an indifference<zone, and known equal variabilities in their

assessment of the probability of correct selection. It has additional uses

P~

in implementation of recently.proposed sequential adaptive selectica procedures.

# This research was planned and initiated while Edward J. Dudewicz was a
Visiting Scholar, Department of Mathematics and Statistics, University

of Nebraska, Lincoln., Fdward J. Dudewicz is Profesasor, Department of

Statistics, The Ohio State University, Columbus, Ohio L3210, U.S.A.

This research was supported by Office of Naval Research Contract
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ESTIMATION OF THE P(CS) WITH A COMPUTER PROGRAM
by
Edward J. Dudewicz

1.  INTRODUCTION
When an experimenter uses the indifference-zone ranking-and-selection

procedures ploneered by Bechhofer (1954} and recently explicated by Gibbons,

Olkin, and Sobel (1977}, he sets his sample size(s) to guarantee a F(CS)
(probability of correct selection) at least P* whenever a minimal gseparation

(of the best population from the other populations) of ut least o* exists;

a separation of 6% is then least-favorable. The actuai separatipn is likely
to be more favorsble than least-favorable (and the P(CS) thus > P*}, and
experimenters would like to take advantage of this favorableness after the

experiment has been run, Previous approaches to this problem by Olkin,
Sobel, and Tong (1976) and Anderson, Bishop, and Dudewicz (1977) all involved
inequalities, TIn this paper we glve a computer program which allows assess-

ment of the P(C3) without use of inequalities, is simple and easily implemented
on even small computers, and does not use an indifference-zone, It is also
directly useful when (as is often the case) the samples are drawn before the
statistician is consulted, and he must evaluate their adequacy. It has
additional uses in implementation of recently proposed sequential adaptive

selection procedures of Tong (1978).




While our approach is oriented towards the practitioner and computer
software provider in this paper, it should be noted that the area is also
one of recent intensive theoretical investigation by Olkin, Sobel, and Tong
(1979), Bofinger (1980), and .+ can (1980 a, b).

Note that Olkin, Sobel, and Tong (1979) ccnsider only the case of 02
known. Work of Bofinger (1980) contradicts their result on asymptotic
normality of their P(CS) estimator. Faltiu (1980a) shows this estimator
is biased on thz high side when k = 2, while Faltin (1980b) gives an
alternate quantile unbiased estimator (also for the case k = 2). By
contrast, our estimator allows for unknown and heteroscedastic variances and
doesg not require either bounds or tables: the experimenter makes one

inexpensive run of a simple computer program (presented in full detail with

numerical examples below).
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2. TWE P(CS) FUNCTION

If the experimenter has obtained a random sample of size ny from

population n, which yilelds normally distributed observations with

i
unknown mean Hy and variance ‘12, 1 €£1i <k, and wishes to evaluate the
adequacy of these sample sizes when the means procedure ("select the

population ylielding the largest sample mean a3 having the largest
population mean") is used (and all n1+...+ 0, observations are independent’,

he will need to assess the function
[ -]

k-1
p(es) = | {11_,1 : (i(k_>\/“41_> L 3 Il C I R

(1) "(x) o1y Vr(g)
where: H[1] €...% Kl k] denote Haseses Hy in numerical order; o<i), n(i‘

are the standard deviation and sample size of the population with true mean
H[4]3 ¢, ¢ are the standard normal distribution function and density function.

Note that, with error £ (0 < €< .005 since ¢ (2.81) = .9975),

2.81 k-1
pes) = [ [ m e (G W, T TR Y g,
P R N ORI 1)/ V(1)

Once the H[4])? °(i) are estimated from the samples, this can be estimated
simply by Monte Carlo methods on even amall computers, with ease compared to

quadrature methods, and with accuracy compared to methods involving inequal.lties,

A computer program is given in Section 3, with an example in Section L.
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3. COMPUTER PROGRAM

The following computer program reads K (the number of populations and
(1Y, s(7), {1} (the sample mean, sample standard deviation, and samole

size of population T), 1 < T < X, from data cards and then uses 40,000

tonte Carlo trials to estimate P(CS: with a standard error not exceeding

error €) we estimuze the P(CS) integral within .0l. A numeriecal example

l .005/2, so that (with 957 confidence, also taking account of the truncation
is given in section L,
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THE FOLLOWI!G COMPUTER PROGRAM:

1. REAPS K (THE NUMBER OF POPULATIONS) FROM A DATA CARD;

2. REAUS XM(ID),8¢(D ,NC(I) (THE SAMPLE MEAN, STANDARD DEVIATION

AND SIZE OF P\)PULATION D, 1K=IK=K, FROM K DATA CARDS;

3. USES 40,4900 MONTE ZARLO TRIALS TO ESTIMATE THE P(CS) WITH
ANDARD ERZOR NOT EXCEEDING 005,22, SO THAT (WITH 95
J¥T CONKIDENCE, ALS) TAKING ACCOUNT OF THE
TIRUNCATION ERROR) WE ESTIMATE THE P(CS) INTEGRAL WITHIN
.91,

INTEGER R, 5uED
DIMENSIOR ALl 3¢5 ,38(59) ,N(GO),R(59)

PERSON3S WITH K>59 SHOULD INCREASE ALL FOUR DIMENSIONS ARBOVE
T9 THAT NUMRER BEFORF RUNNING THIS PROCRAM. THEY SHOULD
ALSO INCREASE THE DIMENSIONS OF YM(.) AND S(.) IN SUB-
RUUTINE VSORT.

READ(5.20} K

FORMAT( 110)

naer-=1,K

READ(G,21) T ).S( n,NCD
FORMAT(F10.0,F10.0,110)
CUNTINUE

WE NOW FIND INTEGERS R( l) oo
XMCRC 1) ) <=XMCR(2) I <=, . < =XMCR(

CALL VSORT(XM,R,K)
[‘"D")S?O" 1
JCNT 0
WE NOW ERTER THE MONTE CARLO LOOP.

CONTINUE

IF(1.6E.49000)G0 TO 34

CALL UAN20(SEED, RANX, 1)

CALL URN20¢SLLED, RANY, 1)
RANX= ( BANX~0.05) K" 0::2.081
RANY=RANY=®( 1.0/SQRT(2.6%3. 14159))

PROD=1.0

K= K-1

DO 32 L=1,°

TEIE SMORCD ) - RCL))
THERM=TEHM/S( R L))

AR = IFFLOAT(N-R(LI))
TERM = I’Elﬂ'u\_&d"( AN)
FACT=S(R(X>).5(IU L))
CN = FLOAT(N¢ ll( L))
DN = FLOAT{(N/HR(K)))
BN = CN/DN

FACT = FAC =TV ORI
FACT=FACT*RATY+ TERM

+R(K) SUCH THAT
K)) BY A VIRTUAL SHELL SORT.

- TERM=DCDFN{FACT)
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PROD = PRODXTERM
32 CONTIRUE
FN=PROD/SQRT( 2. 0:3. 14139)
FN=IR#EXP( -0, 33 RANX#RANX)
IF(FN.LE.RAN?)GU TO 33
JONT=JCRT+1
33 CONTINUE
CY=1+1
Go TO 31

WE UAVE DONE <0006 MONTE CANLO TRIALS, JCRT OF WHICH YIELDED
A VALUE OF THE INTEGRAND ANOVE NANY. WE NOW CALCULATE AND
REPURT THE P(CH) ESTIMATE AND I''S STANDARD DEVIATION.

34 FONTINUE
PCSKRT= (JCNT/40000.) %2, 81%2,.0%( 1.0/50RT(2.0%3. 14159))
HTOER=2 (JCNT/Z400072. ) i 1, 9~ ( JCNT/40890.))
STDER:= SQIT( §TDER) 7200,
STUER=-STDER*Z.81%2.%(1.0/SQRT(:2,0:+3. 14189))

WRIUTECG, 1)
41 1"ORMIATCLHD)
WRITE(6,42
42 FO!L‘#}-\T( 110,6X,34HTHE PROBABILITY OF CORRECT SELECTION IN A PROBLEM
1 WITID
WIITE(6,43) K
43 gi)ll]‘lA'!‘(l 11[01.(6}{. 5H K= ,12,12H POPULATIONS)
() o5 1=1,
WRLITE(6,44) 1,351 ,B31) ,NC D)
44 YOIMAT( 10O, 6X, 183 POPULATION , 12, 101 HAS MEAN ,F10.4,
11LH, 5TD. DEV. ,F10.4,19H, AND SAMPLE SIZE ,I4)
85 CONTINUE
WRITE(6,453) I'CSE&ET
451P_;OIL'LD‘§T( 110,624, 11HIS P{C8) = ,F6.4,34H BASED ON 40000 MONTE CARLO T
1AL
WILITE 6 ,46) STHER
46 VOIIIAVTC 11O, 6X, 20IJAND HAS STANDARD ERROR = ,F6.4)
WRITE 6,47)
47 YOWIATC( 1H1)
END



0091
0002
00063
000
0045
0006
0007

0063
0009
oo1e
0011
0012
0013
0014
0013
0016
0017
00 '8
0019
0020
60al
0008
0Ll
0L
002%
00z
007
005
o0CY
0Vse

SUBROUTINE VSORT( X, R,K)

INTECER R,8,8AV2

BIMANSION X 1) ,BC1) ,YM(8@) ,S(50)
30 10 I=1,X

I 1Y =M I)

tCfy=1

CORTINUE

M=K

=12

IF(I.EQR.9)GC TO 3
T

IW(YM D .LE.YM(I+M)) GO TO 3
MAVI="(HC 1)

RUNIEI I )

THC DY = YMOLED

Ay D)= LHID

VR Y+ D =8AV]

O30 LoD =8AVE

I=1-M

I'M1.GE. 1) GO TG 4
J=JH1

CJ.Cr. K- GO TO 1
e TG 2

CONTINUE
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FURCTION DCDFN(X)

VARIABLES.

PUNP 31

RRRRRERAR RN XWX RN RER R R IR RRRRRRRRERRRL KRR R KRR RRRRRR ROk Rk Rk
A SULAOUTINE TO CALCULATE PROBABILITIES FOR STANDARD NORMAL RANDOM

CHERATES THE PEISADTLITY THAT Z IS LEIS THAN OR EQUAL TO X,

WilERE Z

USAGE

"LET P=DCDFI(X) "

DFS;( KUPTION OF PARAMETERS

IS A STANDARD NURMAL RANGOM VARIABLE

. I8 THE CJ.OFF POINT FOR WHICH THE PROBABILITY THAT Z IS LESS
THAN OR EQUAL TO X IS UESIRED

REMANIG?

THIS

IS A DOUBLE PRECISION

PRECISION ARGUMENT

NONG

METHOY
l""_t-\ THE ALGYRITI! "%D ARN ITS ACCURACY, SEE REFFRENCE 2.

SLED AND C) PARISUY WITY OTHER ALGOR
WM RINGE 1,
ANp RALLwY, T,
CTNCLUDING IRCCAND) , "

1\ D ACCURACYY,
DUnBLY HLL." J.
TG PACVANT

AND TLS

E-"‘:

FUNCTION AND CAN ACCOMMODATE A DOUBLE

SUBMWOUTVINES AND FUNCTION SUBPROGRAMY REQUIRED

FOR
ITHS (WITH HEGARD TO SPELED

"TES [ZAND-RANDOM NUMER GRNERATION
TECHN I CAL EPORT,

DEPARCCINCY OF @TAT.ATICS, THE QIO STATE UNIVERSITY, GOLUMBUS,

O,

N

1000,
THPVION, U G,

AND WYTCHXISNE, R, ¢

TCOMPUTER EVALUATION OF THE

HORMAL ARD IVVERSE NORMOAL, DISTARIBUTION FUNCTIONS, "

TECHTOMETRICE R

LGI3NN,

DOU"Y
HANZION 06,
-L.\L*d A.C., X.Y 7. S(:NY
PATA
DATA Br/.3D). .9213'\0, 1

NATA /6.

* 0 67 )'B'H":II""'D-"-S. 1.

< AO250-00 3003,

=1.4

*'; 032600V 1D =04, -0,

*=6,

*-¢5, 5015531920 :0’"4.-0

#-0L 270 m;lld""‘
—n—D_ng,_4,43940139369-64

*-1. e

DTN 41 J NE-) |
13032

VOL. 11(1969),
SRR A AR, R

» PRESISION FUNCTION DCDFNC(XO
DAY, 00K, 19)

ALt R TR N ok kY

1342

L}

PP, 817-822.

R AT RADR ARSI RN R K

A 62 wl)) 1.7600,2.979,2.4559,3.500, 4. 62D/
2.225D9,
T3 20029108, -1, 27 ?T\)‘lii‘.'fSl)-

2.03D9,4. 15D0/
03.6.750A825797D-04,

Y-07,35. 407907107 Hh-07,

F407T4A40-03, -—3 19 S'Hw!')""“f)—ﬂ&"

Y05} {31.:5‘)-03, AR \16.)6 2V N-0T,

Nt
PAMTI

0100597 520023, 8. 77 105604903, ~3. 08554 10.0D-02,
1034 1D-04,6. 6377624 11 D-07,
02, =2 000541560 1D-03 e

2141080 VD103,
.G 4")6)-".«-‘,".';';9339-..07'

*73, JSGh?"" [ ’7])—0.., =3l 310 74408002, - 1, 067V 0L 1 05-03,

®ov, Ul L ihuw al=0.3, 6. )TA7598D-04,0 .

247 176.246073A-07

®EL 2T G EP-UR. 4. 7542 0V D-02, -2, ABGTH0L AT 00,
#®=-1.0272129..3:D-02,-6 .03 3 1ANORS D ) L 216075046940 -07,
*=1.40089035:D-01,5.0839273056D-02,5, 74203 15819D-02,

20011020
CCO1LLOTO
OO OO0
CCOLIVYO
cOOL Lol
oot
GEOLINED
CuG1Ld
GCOLILD

(0011 Xd‘
GOOLY TS

OO
oG ’-T'f'l
CQOLLLELITO
COULTILD
COOLLIG)
CGOLILeD

COOTINEN
CLOL IR
GLOTTIAYD
G300 1047
GO} 1y

VO
OG0
(712148 B $Ava)
00O 1L 1300
00011040
00011350
COO113¢O
COOYILEDS
OO LINED
(61810 24 RESRY]
CEDTIETQ
GOOT 1O
00011850
(RAICR O
CO011480
09011470
OO 1470
00011440
£60114.0
(1012 B TAEY)
GV BRAN ¢
OO 3¢ 0
CeConIrto
courily,

G0oNInCD
OCU€ Y ID 20
11¢103 B IV IS
NOOTIRAO
CGOL TN
OCO11RGH
Q011500
0011609

Best Available Copy



-

[ &)

&

<1

®1,183619383:0-02.7. l°6 378121D0-04,2, 0742123303D-07,
X=-1,.54609129700-01,-2,.21806 1314389-01, -6, 53233705 170!)-0...
*-—J BUG20309THD~ 03, -2, 7637 16253.2)--0- } -2.6654042218D-08,
. 1R63043460N-0 1, 2,.:3979043973D~-0 1, 4., 6236 120572 D~-00,
®=0 ‘wmm-hu‘f -Gi3,9,375 141 3XYN~-03, l BTG50,
~l HATIQBTO7 L) =G, A, Q0503358 150-0 1, 4. 829221550101,
B, GO 1741670500, 4, ')'3848*18#)D-01 4 9999909V ION-01/
YERG. Y0103 i 19DO
DGHY=1.D0
MRS .:. 1,8
1IN RN +9 ) [ P)
HETYRN
HaadY=-1,D0

‘L"':"Y

By 1=1,6
CY=AC1))5,0,4
«-m"u IWI.L

= 0he

5y T 7

vEV-1T)

“=C011D

"6 Jei, 10
EEEYCOL, D
Bhe N (BDOFEGRAYRZ
LHUSU IO |

EixD
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OGOLLGOD
CGCGLICED
600} 1ESG
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COOL1I0C0
COOLINTH
OO0 10
(£0116C0
GOOI1TCO
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(E1015D BAReT:
(W 318) ] IT':

QCOLLTD
COGEITL,
CONLITO0
COQIITEN
DODILLTHN
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003 H‘.oi)
GoO1156:0
(610100 I S04
GO 100D
CCO1 100
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0001 1GuY
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E 1S 62571 JUALLTY PHACTLICABLE
a s ua.-‘L.Ji‘.u.A) IOBDC _w"

URN20 CSECT €00Cce0 0
USING URN29, 18 CCQA ‘):"“
STM 14 12, 12132 OGC 000
T AVE+4 QIO HIY
LR li. |3 COPY ADDR OF CALLINC SAVE INTO REC (i OEO0NTE
‘LA 13,8AVE ADDR OF SAVE IN REC13 CQBNDOSE
ST 13,8(11) STORE ADDR OF SAVE IN CALLING PROG SAVE gggg;glf:
Ot
LM 2,4,0(10) REGC2)=ADDR( I1X) REG(3)=ADDR(XD
REG( 4) = ADDR( NBATCH)
L 11,0(4) V.ALUE OF NBATCH IN REC1)
L IO. F'o’ INIT INDEX v SAarrial I 144
L 7,=X'40000000° EXPONEXT FOR FLOATIKG POINT COXVERSION Dglgteist ;i"’)
LOOP L 7 .0(") VALUE OF IX IN REG? QOO (L8
M S, LT LECA=QUOT, REG7=REM 10D 2+x32 0(‘00’)1‘;6
SLDL 0,1 PUTS QUIT MOD 2xx31 A REC6 (A ARt
SHL 7.1 PITS RB'I neD 2xx31 18 RECGY OO0 2160
AR 6,7 REG6 = REIf WOD 28x31-(= COCOC 170
x REM D 2:x31 + QUUT MOD 23231 OO0 )71
C %,=F'Q’ CHECK FOR OVERFLOW CCOT D172
BNL UP1 BRANCH TO UP! IF SUM (S NOT NEG 00'."‘("74-
SLL 5,1 DIVIDE REG6 BY 2%x:31 G 1T
SRL 6,1 REM MOD 2t»31 IN REC6 ocLe zu
A 5,=F*1"* AN QUOT FROM DIVISIOH 10 NEN TO 0CLeHITE,
x OBTAIN REM M"OD 2xx31-~1 IN REG6 CoQ 17y
UP1 ST 6,0(2) STORE VALUF. OF IX FOR REXT RAD MAOS 000 ju¢
LPR 6,6 ARBSOL VALUE OF IX IN RECE LT
L §.,7X'4E000000° FOPORKNT IN REGS (1622 14) CCanrnig
ST 3,6,DOUBLE SMRE ¢LT PT NOS IN REGS3 8 6 CCOHOTS
LD 2, DOUBLE LOAD FLT PT REGZ VITH FLT PT NOS 00O W56
AD 2,20°0.9’ NORMALIZE FY ADDING ©. 0OCOn0A0
DD 2, KODYL DIVIDE BY 2=x£3|- COONNIG0
STD 2,0019,3) STORE, JIGRMALIZED FLT PT NOS IR X( INDEX OOCHII 6O
LA 19,4010} LICREMENT INDEX COOO0 LT
BCT 11,L00P BNTTOM OF L9OP OCCTNI
L 15, 3\VE+4 RESTORE REGISTERS 4 180 Sl o
LM 14,12, 120 OOCEDI 303
BCR 135, 14 RETURN TO CALLING PROGRAM 0O0HLT10
MLT pC F'2027812863' MULTIPLI1ER FOR URN20
DOUBLE D3 n OCODDI-20
MODUL ne X 437FFFFFFFO00900° [y? T AR
SAVE ps 18F COGLICC
END ROOOCTTY
=D°0.9°
=F o
=X'408600600°
- ’ l .
= X' 4E9000090°
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4, EXAMPLE AND COMPARISON

As an example, when we have k = 8 populations with means all G.0 except
for one which is 2.34, with standard deviations all 9.0, and sample sizes
all 81, we knov (from the tables of Bechhofer (1954)) that the true

P(C8) = .80. Our computer program yields the output

THE PROBABILITY OF CORRECT SELECTION IN A PRODLEM WITH
K= 8 PCPULATIONS

POPULATION | HAS FKEAN 9.9900, AND SAMPLE SUZE

2.3490, STD. DEV,

POPULATION 2 1S FRAN 9.0 » 8TD. DEV. 9.0200, AND SAMPLE SIZE
POPULATION 3 LAR MEAN 9.9 , STD. DEV, 9.0000, AND SAMPLE SIIE
POPULATIOF 4 HAS MEAN 0.9 » STD. DEV. 9,0200, AXD SAMPLE FlZKE
POPULATION 4§ HAS lMEAN n.o s 8TD. DEV. 9.4009, AND SAMPLE S(ZE
POPULATION 6 Has PMIEAN 0.9 » 87D. DEV. 9.0090, AND SAMPLLE SIZE
POPULATION 7 A3 IMEAN 0.0 ., 8TD. DEV, 9.0997, AND SAMPLE S1ZE
POPULATION 4 HAS JMUEAN 0.9 , STD. DLV, 09,0400, ARD SAMPLE 812K

I8 P(C8) = 0.8430 BASED ON 40000 MONTE CARLC TRIALS
AND HAS STANDARD LIUWR = 00,0034

which agrees with the theoretical value, thus furnishing a check on the computer

program,

a1
81
81
01
81
81
a1
81

=

=
=
=
=
==
=
=

=
=

=
%%
=
=
=
E
=
E
=
=
=
]
§§
=
=
=
=
=
?§
|
E
=
3
2
=
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